Representing natural climate variability in an event attribution context: Indo-Pakistani heatwave of 2022
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Abstract

Attribution of extreme climate events to global climate change as a result of anthropogenic greenhouse gas emissions has become increasingly important. Extreme climate events arise at the intersection of natural climate variability and a forced response of the Earth system to anthropogenic greenhouse gas emissions, which may alter the frequency and severity of such events. Accounting for the effects of both natural climate variability and the forced response to anthropogenic climate change is thus central for the attribution. Here, we investigate the reproducibility of probabilistic extreme event attribution results under more explicit representations of natural climate variability. We employ well-established methodologies deployed in statistical Earth System Model emulators to represent natural climate variability as informed from its spatio-temporal covariance structures. Two approaches towards representing natural climate variability are investigated: (1) where natural climate variability is treated as a single component; and (2) where natural climate variability is disentangled into its annual and seasonal components. We showcase our approaches by attributing the 2022 Indo-Pakistani heatwave to human-induced climate change. We find that explicit representation of annual and seasonal natural climate variability increases the overall
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uncertainty in attribution results considerably compared to established approaches such as the World Weather Attribution Initiative. The increase in likelihood of such an event occurring as a result of global warming differs slightly between the approaches, mainly due to different assessments of the pre-industrial return periods. Our approach that explicitly resolves annual and seasonal natural climate variability indicates a median increase in likelihood by a factor of 41 (95% range: 6-603). We find a robust signal of increased likelihood and intensification of the event with increasing global warming levels across all approaches. Compared to its present likelihood, under 1.5°C (2°C) of global near-surface air temperature increase relative to pre-industrial temperatures, the likelihood of the event would be between 2.2 to 2.5 times (8 to 9 times) higher. We note that regardless of the different statistical approaches to represent natural variability, the outcomes on the conducted event attribution are similar, with minor differences mainly in the uncertainty ranges. Possible reasons for differences are evaluated, including limitations of the proposed approach for this type of application, as well as the specific aspects in which it can provide complementary information to established approaches.
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1. Introduction

With the emergence of increasingly severe, and even unprecedented extreme weather events, the science of event attribution has received ever more attention (Otto et al., 2015; Van Oldenborgh et al., 2018; Philip et al., 2020). Among the different methods, probabilistic extreme event attribution — such as developed by the World Weather Attribution Initiative (WWA) (Philip et al., 2020) — has been used for rapid, real-time assessment and attribution of extreme events (Philip et al., 2021; Kimutai et al., 2022). This represents an important step towards swiftly informing the public on the link between extreme events and the warming climate, using well-grounded scientific methods.

A central element of event attribution is the uncertainty in the assessment of natural climate variability (Otto et al., 2012; Stott et al., 2016). This study seeks to demonstrate the reproducibility of probabilistic extreme event attribution results under more explicit representations of natural climate vari-
ability. Consistent with existing probabilistic event attribution methods, we employ a statistical framework, but represent natural climate variability by considering the spatio-temporal patterns existing on annual to seasonal scales. To this extent, we consider natural climate variability as composed of short-term spatially correlated processes and statistically represent them by adapting the framework of the Earth System Model (ESM) emulator MESMER (Beusch et al., 2020). MESMER has been designed such that its output mimics the properties of ESM initial-condition ensembles. It does so by combining pattern scaling estimates of the local forced responses of yearly temperatures to Global Mean Temperatures (GMT) — which serve as a proxy to anthropogenic greenhouse gases (GHG) forcings — with stochastically modelled estimates of natural climate variability that conserve spatio-temporal covariance structures (Tebaldi and Arblaster, 2014; Beusch et al., 2020). More recently, MESMER was also extended with a monthly downscaling module, MESMER-M, which models monthly mean temperature and accounts for their skewness and heteroskedasticity (Nath et al., 2022). Here we adapt both MESMER and MESMER-M to allow the emulator to be used for extreme event attribution. This is the first of an emulator based approach for probabilistic event attribution, although previous use cases of emulators in detection and attribution already exist. For example, Beusch et al. (2022) where able to use MESMER coupled to the global emulator MAGICC (Meinshausen et al., 2011) to explore the contributions of major emitters to regional warming, while used the global emulator FAIR (Smith et al., 2017) to identify the role of aerosol forcing uncertainty in future warming uncertainty.

An event attribution is performed for the prolonged heat conditions over South Asia for March-April, 2022. This event struck India and Pakistan in March and April of 2022 and had a devastating impact on the socio-economic sector (Cappucci, 2022; Indian Council of Agricultural Research, 2022). The daily maximum temperatures occurring during this event were already shown to be made 30 times more likely due to climate change (Zachariah et al., 2023). However, providing attribution results for the persistent heat with explicitly represented natural climate variability would strengthen existing attribution results. The adapted MESMER framework is applied to both observational and ESM data. Given that MESMER can reproduce properties of an initial-condition ESM ensemble after training on only a single realisation of data (Beusch et al., 2020), the fidelity of natural climate variability representation is expected to hold for training on observations, ESMs with
only a single initial-condition ensemble member, and ESMs with more than one initial-condition ensemble member. We investigate two approaches in which natural climate variability can be represented for event attribution: (1) where natural climate variability is represented as a single component; and (2) where the annual and seasonal components of natural climate variability are disentangled and represented separately. Event attribution results are calculated for both these modes separately, and compared to one another as well as to those obtained by the WWA approach.

The event to be attributed is defined as the mean temperature anomaly over the months of March and April, averaged over a homogeneous region covering the north-western parts of India and south-eastern Pakistan, which witnessed the highest impacts during the persistent heat (see Figure A.7). This is similar to the region and heatwave metric — March-April mean daily maximum temperature — used by Zachariah et al. (2023). The temperature anomalies are calculated with respect to the annual climatological mean over the reference period of 1950–1980.

The structure of this paper is as follows: Section 2 details the statistical methods used for attribution within this study, as divided into the WWA and this study’s approach; Section 3 introduces the observational and ESM data used for attribution; Section 4 elaborates on the procedure used for evaluation; Section 5 provides the evaluation and final attribution results; and finally Section 6 proceeds to discussion and conclusions.

2. Statistical Methods

For event attribution, we assess the increased likelihood of the event under the current factual climate compared to its likelihood to a hypothetical climate without anthropogenic influence. In this study we use Global Mean Surface Temperature (GMST) as a proxy of anthropogenic GHG forcings (i.e. as in Philip et al., 2020). The changing likelihood, referred to as the probability ratio, is estimated as the ratio between the event’s likelihood at current GMST levels and a 1.2 °C cooler world (i.e. the temperature difference between current and pre-industrial warming levels), referred to as past GMST levels. We furthermore assess how much cooler an event of the same likelihood would be at past GMST levels, referred to as the change in intensity.

In the following subsections, we detail the approaches used to construct the temperature distributions for the event, from which the probability ratio
and change in intensity are obtained. We start by introducing the standard WWA approach, which is used as a reference point (Philip et al., 2020). We then introduce this study’s methodology, which adapts the framework of the ESM emulator, MESMER, to provide a more explicit representation of natural climate variability.

2.1. World Weather Attribution (WWA) approach

WWA performs probabilistic event attribution, which entails modelling the likelihood of an event, conditional on anthropogenic GHG forcings (Philip et al., 2020; Zachariah et al., 2023). Smoothed GMSTs are used as a proxy of anthropogenic GHG forcings, and represent the mean global response to anthropogenic GHG emissions without the influence of natural climate variability. The conditional distribution of the event is modelled by means of a parameterised distribution (e.g., a normal or Generalised Extreme Value distribution) using smoothed GMST as a covariate. Since this study examines mean March-April temperatures averaged over the (large) study region, which can be assumed as normally distributed, we model it with a parameterised Gaussian distribution,

\[ X \sim N(\mu(GMST), \sigma) \]  

where \( \mu(GMST) \) is modelled as a linear function of GMST,

\[ \mu(GMST) = \beta_0 + \beta_1 \cdot GMST \]  

and \( \sigma \) is constant over all GMST levels.

The parameterised Gaussian distribution is fit on observational data and for each ESM separately. All available members within an ESM initial-condition ensemble are pooled to fit the parameters. For observations and ESMs with only one initial-condition ensemble member, annual mean GMSTs are smoothed using a 4-year backwards running mean as done in the standard WWA approach (Philip et al., 2020). Otherwise, smoothed GMST trajectories are obtained as the average across all ESM initial-condition ensemble members. The main source of uncertainty considered in WWA is the parametric uncertainty, which we assess via sampling 1000 times using an MCMC sampler (Hauser et al., 2017). The standard WWA approach estimates the parametric uncertainty through bootstrapping, but MCMC sampling has already been used in several WWA studies (e.g., (Ciavarella
et al., 2021; Philip et al., 2022; Zachariah et al., 2023)) and yields similar results. It should be noted that by sampling several values of $\sigma$, the WWA method captures the uncertainty due to natural variability summed into that due to parametric uncertainty. Furthermore, since a single $\sigma$ term is calculated, natural variability is assumed to be stationary with evolving GMST, and by calculating $\sigma$ for a regionally averaged term, finer-scale spatially resolved processes underlying natural climate variability are unaccounted for.

2.2. Overview on this study’s approach

This study seeks to explicitly treat natural climate variability for probabilistic event attribution. In comparison to the WWA method, this entails a more explicit representation of $\sigma$ based on the stochastic, generative principles underlying ESM emulators, such that the uncertainty surrounding $\sigma$ is also explicitly represented. We consider $\sigma$ to be the natural climate variability surrounding the event, composed of short-term auto regressive and spatially correlated processes. We also incorporate a yearly-temperature dependent skewness into the monthly variability by use of the Yeo-Johnson power transformer present in MESMER-M’s framework (Nath et al., 2022).

While $\sigma$ could be empirically derived from a large ESM initial-condition ensemble, for the sake of attribution, we seek a method of representation that is applicable to observations, ESMs with a single realisation, and ESM initial-condition ensembles. This also allows for a more balanced comparison of the attribution results obtained between observations and ESMs. We thus adapt the framework of the ESM emulator MESMER, which specialises in representing natural climate variability. It does so by deterministically representing the long-term forced response of local yearly/monthly temperatures and stochastically modelling the residuals — which constitute natural climate variability — by means of a local AR(1) process with spatially correlated innovations (Beusch et al., 2020; Nath et al., 2022).

MESMER is first calibrated on ESM data to find the ESM-specific calibration parameters. Once calibrated on an ESM, MESMER can then generate spatially resolved fields of temperature emulations that approximate the distributional properties of that ESM’s initial condition ensemble at any GMST level. We refer to Beusch et al. (2020) for further information on the calibration procedure for MESMER. Two approaches of adapting MESMER’s framework are considered. The first treats natural climate variability as a single component to be sampled, and the second differentiates natural
climate variability into its annual and seasonal components, to be sampled separately. In the following sections we outline the approach used by these two modes for event attribution.

2.2.1. Representing natural climate variability as a single component

To model the likelihood of the event conditional on GMSTs, we adapt MESMER’s framework to represent mean March-April temperature anomalies $T_{s,y}^{MA}$ at a grid cell level $s$ and year $y$ as follows,

$$T_{s,y}^{MA} = g_s(GMST_{y}^{\text{trend}}, GMST_{y}^{\text{var}}) + \eta_{s,y}^{MA} \quad (3)$$

Where $g_s$ is a multivariate linear regression on $GMST_{y}^{\text{trend}}$ and $GMST_{y}^{\text{var}}$, which are the annual GMSTs smoothed using LOcally WEighted Scatter-plot Smoothing (LOWESS) and their residuals, respectively. The variability term $\eta_{s,y}^{MA}$ represents the grid cell level residual variability surrounding $g_s(GMST_{y}^{\text{trend}}, GMST_{y}^{\text{var}})$ and is stochastically modelled by means of a grid cell specific AR(1) process with spatially correlated noise terms,

$$\eta_{s,y}^{MA} = \Gamma_s^{-1}(\gamma_0 + \gamma_1 \cdot \eta_{s,y-1}^{MA}) + \sim N(0, \Sigma(r)) \quad (4)$$

Where $\Gamma_s^{-1}$ is a grid cell specific inverse Yeo-Johnson power transformer to account for skewness in residual variabilities (Nath et al., 2022); $\gamma_0$ and $\gamma_1$ are the grid cell specific lag-1 autocorrelation coefficients; and $\Sigma(r)$ is a covariance matrix constructed across the residual variabilities of all grid cells. Since spatial correlations are expected to vanish with increasing distance, $\Sigma$ is localised by means of a Gaspari-Cohn function (Gaspari and Cohn, 1999) with radius $r$. A 10-year spin up period is used to initialise the AR(1) process above. The described model corresponds to the MESMER emulator as described in Beusch et al. (2020), with a Yeo-Johnson power added to the residual variability term. In addition, March-April mean temperature anomalies are modelled, instead of annual mean temperatures as typically done with MESMER.

We calibrate the model presented in Equation 3 on observational and ESM data separately. To minimise computational costs, we only calibrate grid cells with significant spatial correlations to the study region, by performing an initial calibration of the Gaspari-Cohn localisation radius, $r$, to the study region using a leave-one-year-out cross validation process with a maximum likelihood cost function (Beusch et al., 2020). The $r$ obtained by this initial calibration is then kept fixed for the remainder of the calibration and
generation of emulation process. All ESM initial-condition ensemble members are used during calibration. The parametric uncertainty of MESMER is assessed by performing calibration on year-wise bootstrap sampled sets of the input data. All years available within the training data are sampled with replacement, and 100 bootstraps are performed.

Once MESMER is calibrated, we generate 1000 $T_{MA}^*$ emulated time series for each bootstrap sample (i.e., a total of 100x1000 emulated time series). A 3-year window around the GMST level of interest (both for current and past levels) is then sampled from which, the area-weighted average over the study region is taken to obtain the empirical distributions of the event at the GMST level of interest. The year corresponding to the past GMST level is obtained by identifying the closest match of LOWESS-smoothened GMSTs and 1.2 °C subtracted from the respective GMST of 2022. From the empirical distribution the event probability is determined as the fraction of emulations exceeding the event threshold. For observational data, the event threshold of 4.45 °C is used, and for ESMs the event is chosen as the temperature anomaly corresponding to the event return period as seen in observations.

2.2.2. Representing natural climate variability divided into annual and seasonal components

In the second approach, we aim to disentangle natural climate variability into annual and seasonal components. We model annual natural climate variability as year-to-year autocorrelations and the general, annual spatial covariance structures. The seasonal natural climate variability is then modelled as month-to-month autocorrelations and month-specific spatial covariance structures. To represent these variability components, we start by adapting the framework of MESMER-M, the monthly downscaling module of MESMER (Nath et al., 2022), as illustrated in Figure 1, and elaborated in this section.

MESMER-M represents the temperature anomalies for a given month $m$, $T_{m,s,y}$ as

$$T_{m,s,y} = h_s(T_{s,y}, m) + \eta_{m,s,y} \quad (5)$$

Where $h_s(T_{s,y}, m)$ is a grid cell specific harmonic model that captures long-term trends in the seasonal cycle as a function of the local annual mean temperature ($T_{s,y}$), and $\eta_{m,s,y}$ represents the monthly, grid cell specific residual variability surrounding $h_s(T_{s,y}, m)$. The variability term $\eta_{m,s,y}$ is stochas-
Figure 1: Adaptation of MESMER-M framework for event attribution. From top to bottom: (1) MESMER-M, consisting of a harmonic model and a local monthly variability term, is calibrated. (2) The local monthly natural climate variability term, $\eta_{m,s,y}$, is used to calculate local, seasonal (i.e. March-April) natural climate variability ($\eta_{MA,Seas.}^{m,s}$). (3) Similarly, long-term forced March-April mean temperatures are calculated from the harmonic model of MESMER-M ($h_s(T_{s,y},m)$). (4) These are then further decomposed into their forced responses to GMSTs and their surrounding variabilities as propagated from local, yearly temperature variabilities. The forced response to GMSTs is represented using a multivariate linear regression, $f_s(GMST_{y}^{Trend}, GMST_{y}^{var})$, and the residuals representing the local, yearly variabilities are modelled as $\eta_{MA,Ann.}^{m,s}$. Manetically modelled using an AR(1) process similar to eq (4), but with month specific parameters,

$$\eta_{m,s,y} = \Gamma^{-1}_{m,s}(\gamma_{0,m,s} + \gamma_{1,m,s} \cdot \eta_{m-1,s,y} + N(0, \Sigma_{m}(r)))$$

(6)

Since $h_s(T_{s,y},m)$ has $T_{s,y}$ as a covariate, $\eta_{m,s,y}$ contains no interannual variability and is solely composed of month-to-month autocovariances and month-specific spatial covariance structures. To obtain the seasonal natural climate variability for March and April ($\eta_{MA,Seas.}^{s,y}$), we emulate the variability terms for all months across all analysis years, and then take the mean of
the modelled temperature variabilities $\eta_{m,s,y}$ over March and April for each analysis years. A 10-year spin up period is again used when emulating the variability terms for all months.

Following this, we note that $T_{s,y}$ also scales linearly with GMST, with some surrounding year-to-year variability. The harmonic model $h_s(T_{s,y}, m)$ thus still contains the year-to-year variability as propagated from $T_{s,y}$ alongside the GMST forced trend. To decompose $h_s(T_{s,y}, m)$ into these two components, we adapt the framework of MESMER. The mean over March and April for $h_s(T_{s,y}, m)$ outputs is first taken, from which their GMST forced trend is derived using a multivariate linear regression similar to Equation 3, $f_s(GMST_{s,y}^{\text{trend}}, GMST_{s,y}^{\text{var}})$. The residual variability surrounding $f_s(GMST_{s,y}^{\text{trend}}, GMST_{s,y}^{\text{var}})$ is considered to represent the year-to-year variability, $\eta_{s,y}^{MA,Ann}$, and is stochastically modelled using an AR(1) process similar to eq. (4) but without the Yeo-Johnson transformer,

$$
\eta_{s,y}^{MA,Ann} = \gamma_{0,s} + \gamma_{1,s} \cdot \eta_{s,y-1} + N(0, \Sigma(r)) \quad (7)
$$

In such, we calibrate the adapted MESMER-M framework step by step for the month-to-month and year-to-year components of the natural climate variability surrounding $T_{s,y}^{MA}$, as well as their GMST forced responses to obtain the final model,

$$
T_{s,y}^{MA} = f_s(GMST_{s,y}^{\text{trend}}, GMST_{s,y}^{\text{var}}) + \eta_{s,y}^{MA,Ann} + \eta_{s,y}^{MA,Seas} \quad (8)
$$

The model in Equation 8 is calibrated in a similar manner as that of Equation 3. Again, 1000 $T_{s,y}^{MA}$ values are sampled from a 3-year window around the GMST level of interest, for each bootstrap, and the area-weighted average over the study region taken, to then obtain the empirical distributions of the event. Finally, the event probability is determined as the fraction of emulations exceeding the event threshold.

We note that $\eta_{s,y}^{MA,Ann}$ and $\eta_{s,y}^{MA,Seas}$ are sampled independently from one another. This is a strong assumption that annual and seasonal variabilities can be represented separately. Ideally, $\eta_{s,y}^{MA,Ann}$ and $\eta_{s,y}^{MA,Seas}$ would be jointly sampled, however, for sake of simplicity and to stay within the scope of this study, we proceed with this approach.
3. Data

3.1. Observational data

We employ observational Berkeley Earth dataset (Rohde and Hausfather, 2020) of monthly surface temperature on a 1°x1° gridded resolution. It provides comprehensive temporal coverage over the Indo-Pakistani region, starting from 1870, which is a century more than the ERA5 reanalysis product. For comparability with ESM data, Berkeley Earth data are regridded to a 2.5° by 2.5° grid using second-order conservative remapping, similar to the ESM data (Brunner et al., 2020).

3.2. CMIP6 data

Four ESMs from Phase 6 of the Coupled Model Intercomparison Project (CMIP6) (Eyring et al., 2016) are used in this study, namely AWI-CM-1-1-MR, CESM2-WACCM, IPSL-CM6A-LR and MPI-ESM1-2-LR. The ESMs are chosen as representative of different model genealogies (Knutti et al., 2013), and for their ability to represent the observational seasonal cycles (Zachariah et al., 2023) and atmospheric circulation features (Mahendra, 2021) of the region.

Historical simulations are employed until the year 2014, after which SSP5-8.5 simulations are used until the year 2050 (O'Neill et al., 2016). ESM simulations are obtained at a monthly resolution and are regridded to a common spatial resolution of 2.5° by 2.5° (Brunner et al., 2020). We note that, unlike observations with limited spatiotemporal coverage and especially until the mid-20th century, ESMs have comprehensive data coverage from 1850 onwards. Temperature values are expressed as anomalies with respect to the 1870-1900 annual climatological mean. Since attribution results are usually assessed relative to an ESM’s distribution (van Oldenborgh et al., 2021), this should have no effect on the final results.

4. Evaluation

Both ESMs and Berkeley Earth data are evaluated across the analysis years available, i.e., 1870–2050 and 1870–2022 respectively. First, we evaluate the models in Equations 3 and 8, for their representation of the event’s temperature distributions, by means of the Continuous Rank Probability Score (CRPS; Gneiting and Raftery, 2007). The CRPS provides a measure of the quadratic distance between the cumulative distribution function of
CRPS bootstrap for $T_{y,e}^{MA,iboot}$ to $T_{y}^{MA,Tr.}$ as follows,

$$CRPS^{iboot}(T_{y,e}^{MA,iboot}, T_{y}^{MA,Tr.}) = \frac{1}{N_y} \sum_{y=1}^{N_y} \int_{-\infty}^{+\infty} \frac{1}{N_e} \sum_{e=1}^{N_e} \left[ \mathbb{I}(T_{MA} \geq T_{y,e}^{MA,iboot}) - \mathbb{I}(T_{MA} \geq T_{y}^{MA,Tr.}) \right]^2 dT_{MA}$$

The CRPS has been used within atmospheric sciences (Wilks, 2011; Jolliiffe, 2012; Zamo and Naveau, 2018), as well as in the context of emulator evaluation (Quilcaille et al., 2022). The CRPS is calculated for each bootstrap, and is averaged over all available timesteps within the training data ($N_y$).

In addition, we seek to compare the uncertainties surrounding $\sigma$ as obtained by the WWA method and Equations 3 and 8. For a consistent comparison, we first normalise their uncertainties to those present within the baseline climate system as represented by GMST. The natural climate variability of GMSTs, $\sigma_{GMST}$ is rudimentarily obtained as the standard deviations over the GMST term at each bootstrap (see Section 3.2.1). We define the ratio between the uncertainty (over the bootstrap samples) surrounding $\sigma$ and $\sigma_{GMST}$ as the Uncertainty Propagation Factor (UPF),

$$UPF = \frac{STDEV(\sigma)}{STDEV(\sigma_{GMST})}, \quad (10)$$

where the standard deviations are calculated across all bootstraps for $\sigma_{GMST}$ and for the $\sigma$ values obtained using Equations 3 and 8, and across all MCMC samples for the $\sigma$ values obtained using the WWA approach.

Such a ratio has been used in other fields — e.g., that of molecular dynamics, Vassaux et al. (2021) — to assess uncertainty propagation from the indicator variable (in our case GMST) to the variable of interest (i.e. the event), where a ratio below one indicates a dampening of uncertainty as propagated from GMSTs. For this study’s application, we expect a UPF value of at least one, since the study region has more variability and is affected by faster processes (e.g. weather systems) in March–April than the entire globe at annual timescales, and hence GMST. Hence we expect no dampening of the uncertainties as propagated from $\sigma_{GMST}$ to $\sigma$. 

12
5. Results

In the following subsections, we first evaluate the three attribution methods (Section 2), and then compare the attribution results. The return period curves obtained by the methodologies introduced in this study are first visually compared to those obtained by the WWA methodology, followed by the final results for the event, expressed as probability ratios and changes in intensity.

5.1. Evaluation results

To evaluate the MESMER and MESMER-M based attribution, we first contrast CRPS of the two modes (Figure 2). The mode treating natural climate variability as a single component (i.e., Equation 3) is referred to as ”single $\sigma$”, and the mode treating the annual and seasonal components of natural climate variability separately (i.e. Equation 8) is referred to as ”$\sigma^{Ann.}$ & $\sigma^{Seas.}$”. Results are shown for both observational Berkeley Earth data and all ESMs. A higher CRPS value indicates poorer performance. There is generally little spread in CRPS results across all bootstraps. Both single $\sigma$ and $\sigma^{Ann.}$ & $\sigma^{Seas.}$ perform better for Berkeley Earth than the ESMs, and this is likely caused by the fact that ESMs are evaluated for the training period of 1870–2050, while Berkeley Earth data is only evaluated for the training period of 1870–2022. Across all ESMs, $\sigma^{Ann.}$ & $\sigma^{Seas.}$ captures the temperature distributions for the event better than single $\sigma$. This shows that the added model complexity results in better accuracy in capturing the temperature distributions, indicating stronger monthly and yearly variability features (e.g. skewness and heteroskedasticity) displayed by ESMs, that cannot simply be deduced by scaling from GMSTs alone.

Figure 3 shows boxplots of the UPF values across all bootstraps calculated at each timestep, obtained by single $\sigma$ and $\sigma^{Ann.}$ & $\sigma^{Seas.}$ for Berkeley Earth and ESM data. UPF values calculated across all MCMC samples for WWA are provided as a reference, obtained as a single value for all timesteps. UPF values above (below) one indicate an amplification (dampening) in model uncertainty arising from natural climate variability as propagated from the indicator variable, GMST. Overall, single $\sigma$ shows UPF values of at most two and are close to those of WWA, except for MPI-ESM1-2-LR. In contrast, $\sigma^{Ann.}$ & $\sigma^{Seas.}$ yields UPF values of at least two, which are generally higher than those of WWA and single $\sigma$. An increase in magnitude of UPF
Figure 2: Continuous Rank Probability Scores (CRPS; smaller is better) obtained with the model treating natural climate variability as a single component, single $\sigma$ (black), and the model treating the annual and seasonal components of natural climate variability separately, $\sigma_{Ann.}$ & $\sigma_{Seas.}$ (red). CRPS values are averaged over all timesteps for each bootstrap, and are shown for observational, Berkeley Earth data and ESMs. The number of available ESM training simulations are indicated in parentheses next to their names. Boxes indicate the interquartile range, and whiskers indicate the 90% confidence interval across all bootstraps.

value and its spread across timesteps, with increase in number of ESM initial-condition ensemble members (as indicated in parentheses next to the ESM name) can be observed for $\sigma_{Ann.}$ & $\sigma_{Seas.}$. This results from a larger localisation radius favoured by the algorithm when there are more ESM initial-condition ensemble members available (see Table B.4), as also documented by Nath et al. (2022) during MESMER-M calibrations. Consequently, there is a larger amplification of uncertainty due to regional variability compared to what is propagated from GMST alone. Interestingly, the WWA approach reveals a decrease in magnitude of UPF values for an increasing number of initial-condition ensemble members. Furthermore, IPSL-CM6A-LR and MPI-ESM1-2-LR feature UPF values below one, indicating a dampening in uncertainty surrounding the event-level natural climate variability as propagated from GMSTs.

5.2. Attribution results

The observed mean temperature anomaly for the region over March and April 2022 is estimated as 4.45 °C using the Berkeley Earth Surface Temperature (Berkeley Earth) dataset (Rohde and Hausfather, 2020). Figure 4
Figure 3: Uncertainty Propagation Factors (UPF) obtained with the model treating natural climate variability as a single component, single \( \sigma \) (black), and the model treating the annual and seasonal components of natural climate variability separately, \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \) (red). WWA results are provided as a reference (black cross). UPF values are calculated over all bootstraps (or MCMC samples for the WWA method), for each timestep, and are shown for observational, Berkeley Earth data and ESMs. The number of available ESM training simulations are indicated in parentheses next to their names. Boxes indicate the interquartile range, and whiskers indicate the 90% confidence interval across all timesteps.

shows return period curves based on the WWA methodology, single \( \sigma \) and \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \). Median return periods for the event at the current warming level are identified as 39, 27 and 46 years for WWA, single \( \sigma \) and \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \), respectively. The 95% confidence intervals in the current return period curves are similar between WWA and single \( \sigma \), but wider for \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \). This widening of the confidence interval is even more pronounced for the past return period curves. Figure C.8 shows return period curves for all ESMs at past (-1.2°C), current, 1.5°C and 2°C warming levels obtained by the WWA methodology, single \( \sigma \) and \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \). There is a strong resemblance of the return period curves between all methodologies, again with larger uncertainty ranges for \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \) that are more notable for past GMST levels. AWI-CM-1-1-MR is an exception to this, as it shows little change in return periods between different warming levels for WWA and single \( \sigma \), while \( \sigma^{\text{Ann.}} \) & \( \sigma^{\text{Seas.}} \) display changes with increased GMST warming levels.
Figure 4: Return period curves for Berkeley Earth data under past (blue) and current (red) warming levels. Curves obtained by the WWA methodology (left), single $\sigma$ (middle) and $\sigma^{Ann.} & \sigma^{Seas}$ (right) are also shown. Dark lines indicate median values and light lines indicate the 90% confidence interval.
Figures 5 and 6 provide boxplots of the probability ratio and change in intensity results, respectively, for the event obtained by WWA, single $\sigma$ and $\sigma_{Ann.} \& \sigma_{Seas.}$. Results are shown for Berkeley Earth data (at current warming levels) and for all ESMs (at current, 1.5°C and 2°C warming levels), values for the probability ratios and changes in intensity are also provided in Tables 1 and 2 respectively. Boxplots for single $\sigma$ are overlaid on those for $\sigma_{Ann.} \& \sigma_{Seas.}$ to visualise the increase in uncertainty for a more complex model representation. Berkeley Earth data and all ESMs except AWI-CM-1-1-MR show similar probability ratio and change in intensity values between WWA, single $\sigma$ and $\sigma_{Ann.} \& \sigma_{Seas.}$.

WWA and single $\sigma$ results for AWI-CM-1-1-MR show lower increases in likelihoods and intensifications of the event as compared to $\sigma_{Ann.} \& \sigma_{Seas.}$. An inspection of the coefficients obtained for the normal parametrised distribution (see Figure C.9) fitted in the WWA methodology reveals low values for the slope coefficients and high values for the standard deviation of AWI-CM-1-1-MR, indicating a weaker climate change signal as compared to the noise due to natural climate variability. $\sigma_{Ann.} \& \sigma_{Seas.}$ attribution results for AWI-CM-1-1-MR could thus be different from those of WWA and single $\sigma$, as a two-step trend extraction is performed, which may isolate a larger signal. $\sigma_{Ann.} \& \sigma_{Seas.}$ results should thus be treated with caution as they may be overconfident in the extracted signal, especially when the surrounding noise due to natural climate variability is large.

Overall, probability ratio and change in intensity show considerably higher uncertainty bounds for $\sigma_{Ann.} \& \sigma_{Seas.}$ as compared to single $\sigma$ and WWA. This is expected given the larger uncertainties in the return period curves obtained by $\sigma_{Ann.} \& \sigma_{Seas.}$, particularly under past GMST levels. Given that the studied event falls in the tails of the temperature distributions for past GMST levels, a slight difference in the evaluated temperature distribution can lead to a huge impact on the obtained likelihood for the event, which will then significantly affect the increased likelihood and intensification results for the event under higher warming levels. Given that the uncertainty bounds are assessed by considering parametric uncertainty, this could originate from the added model complexity in $\sigma_{Ann.} \& \sigma_{Seas.}$. However, it also highlights the uncertainties surrounding past temperature distributions that particularly arise from regional, annual and seasonal variabilities. Taking the ratio between 1.5°C and current warming level multi-model average results shows the event is 2.5 and 2.2 times more likely to occur for single $\sigma$ and $\sigma_{Ann.} \& \sigma_{Seas.}$ respectively. At 2°C warming, the event has a 9 and 8.5-fold
increase in likelihood as compared to current for single $\sigma$ and $\sigma_{\text{Ann.}} \& \sigma_{\text{Seas}}$, respectively. WWA results show similar increases in likelihood of the event under 1.5 and 2°C warming levels as compared to current, i.e., 2.4 and 8 times increase, respectively. Moreover, the intensification of the event under 1.5°C and 2°C warming levels as compared to the current climate (i.e., when subtracting the change intensity of current warming levels from that of 1.5°C/2°C), correspond well between WWA, single $\sigma$ and $\sigma_{\text{Ann.}} \& \sigma_{\text{Seas}}$, with values of 0.18-0.24 and 0.47-0.66 at each respective warming level. This provides strong consensus on the scaling of the increased likelihood and intensification of the event with increased global warming levels.
Table 1: Probability Ratio [-], brackets indicate 90% confidence interval

<table>
<thead>
<tr>
<th>Model</th>
<th>WW A</th>
<th>Single σ</th>
<th>σ&lt;sub&gt;Ann&lt;/sub&gt; &amp; σ&lt;sub&gt;Seas&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkeley Earth</td>
<td>39 (10-141)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AWI-CM-1-1-MR (1)</td>
<td>27 (2-225)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CESM2-WACCM (5)</td>
<td>112 (60-203)</td>
<td>107 (57-230)</td>
<td>107 (57-230)</td>
</tr>
<tr>
<td>IPSL-CM6A-LR (7)</td>
<td>1278 (780-1949)</td>
<td>1263 (794-2075)</td>
<td>1263 (794-2075)</td>
</tr>
<tr>
<td>MPI-ESM1-2-LR (30)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
</tr>
<tr>
<td>Multi-model average</td>
<td>44 (29-63)</td>
<td>34 (21-60)</td>
<td>34 (21-60)</td>
</tr>
<tr>
<td>Synthesis</td>
<td>42 (20-102)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 2: Change in intensity [°C], brackets indicate 90% confidence interval

<table>
<thead>
<tr>
<th></th>
<th>WWA</th>
<th>Single σ</th>
<th>1.5°C</th>
<th>2°C</th>
<th>1.5°C</th>
<th>2°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkeley Earth</td>
<td>1.04 (0.67-1.38)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AW14CM-1-1-MR (1)</td>
<td>-0.08 (-0.26-0.23)</td>
<td>-0.04 (-0.33-0.29)</td>
<td>-0.06 (-0.41-0.31)</td>
<td>-0.12 (-0.46-0.23)</td>
<td>-0.13 (-0.44-0.19)</td>
<td>-0.15 (-0.60-0.19)</td>
</tr>
<tr>
<td>CESM2-WACCM (5)</td>
<td>0.89 (0.79-0.99)</td>
<td>1.11 (0.99-1.24)</td>
<td>1.48 (1.32-1.65)</td>
<td>0.85 (0.74-1.03)</td>
<td>1.06 (0.94-1.24)</td>
<td>1.45 (1.25-1.62)</td>
</tr>
<tr>
<td>IPSL-CM6A-LR (7)</td>
<td>1.51 (1.43-1.56)</td>
<td>1.89 (1.79-1.95)</td>
<td>2.52 (2.35-2.69)</td>
<td>1.52 (1.35-1.69)</td>
<td>1.89 (1.74-2.07)</td>
<td>2.60 (2.32-2.78)</td>
</tr>
<tr>
<td>MPI-ESM1-2-LR (30)</td>
<td>0.83 (0.38-0.48)</td>
<td>0.54 (0.18-0.60)</td>
<td>0.72 (0.66-0.78)</td>
<td>0.40 (0.27-0.58)</td>
<td>0.48 (0.35-0.67)</td>
<td>0.71 (0.52-0.93)</td>
</tr>
<tr>
<td>Multi-model average</td>
<td>0.93 (0.69-1.12)</td>
<td>0.88 (0.53-1.00)</td>
<td>1.17 (0.99-1.36)</td>
<td>0.66 (0.44-0.83)</td>
<td>0.83 (0.66-1.00)</td>
<td>1.14 (0.86-1.32)</td>
</tr>
<tr>
<td>Synthesis</td>
<td>0.87 (0.63-1.1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 5: Boxplots of probability ratios obtained by Berkeley Earth and for ESMs. WWA (blue), single $\sigma$ (dark grey) and $\sigma^{\text{Ann.}}$ & $\sigma^{\text{Seas.}}$ (white) results are shown for current (top panel), 1.5°C (middle panel), and 2°C (bottom panel) warming levels. For Berkeley Earth data, results are only shown for current warming levels. Boxes indicate the 90% uncertainty level. Boxplots for single $\sigma$ are overlaid on those for $\sigma^{\text{Ann.}}$ & $\sigma^{\text{Seas.}}$ to visualise the increase in uncertainty for more complex model representation.
Figure 6: Same as Figure 5 but for change in intensity.
6. Discussion and Conclusion

This study demonstrates the reproducibility of probabilistic extreme event attribution when explicitly treating natural climate variability. The methodology underlying the ESM emulator MESMER is used to represent natural climate variability, and results are compared to those obtained using the WWA approach. An event attribution is carried out on the prolonged March-April heat conditions of 2022 over India and Pakistan. For probabilistic extreme event attribution, we are mainly interested in constructing the temperature distributions for the studied event conditional on GMSTs, which are used as a proxy for anthropogenic GHG forcings. We assess natural climate variability as composed of grid cell-level short-term, spatially correlated patterns, and adapt MESMER’s framework to model and generate these patterns alongside the grid cell level mean temperature responses to GMSTs. By sampling the generated temperature terms around a 3-year window of a given GMST level, we then obtain the desired temperature distributions for the studied event at that GMST level, such that the surrounding natural climate variability is explicitly represented. Two modes of adapting MESMER’s framework to represent natural climate variability are explored: (1) where natural climate variability is treated as a single component (single $\sigma$); and (2) where natural climate variability is treated as separate annual and seasonal components ($\sigma^{Ann.} \& \sigma^{Seas.}$).

The adapted frameworks, single $\sigma$ and $\sigma^{Ann.} \& \sigma^{Seas.}$, are calibrated on observational Berkeley Earth and ESM data from CMIP6. Calibration is performed on bootstrap-resampled sets of training data to also quantify the underlying parametric uncertainties. The resulting temperature distributions for the studied event are evaluated by means of the Continuous Rank Probability Score (CRPS). Generally, single $\sigma$ shows poorer performance than $\sigma^{Ann.} \& \sigma^{Seas.}$, indicating that separately treating the annual and seasonal components of natural climate variability allows for better representation of the temperature distributions. Following this, we also test the model uncertainty surrounding natural climate variability as propagated from the indicator variable, GMST, by means of the Uncertainty Propagation Factor (UPF). UPFs obtained for the WWA approach are also provided as a reference. We observe that the added model complexity of $\sigma^{Ann.} \& \sigma^{Seas.}$ leads to higher model uncertainties as compared to single $\sigma$ and WWA, and that this tends to be more pronounced for larger initial-condition ESM ensembles. There is no way to determine the ‘right’ level of UPF for the different
methods considered. What our results show, however, is that with increasing complexity of the statistical method, the UPF increases. The reasons for this can be principally two-fold: 1) An explicit representation of different modes of natural variability based on regional and seasonal spatio-temporal covariance structures highlights the importance of their underlying modes of variability. 2) Due to the increased model complexity, parameter uncertainty increases (also noting the potential over-estimation of uncertainty due to an assumed independence of annual and seasonal natural variability).

Probability ratio and change in intensity attribution results for the event are calculated using the empirical distributions obtained by single $\sigma$ and $\sigma^{Ann. \& \sigma^{Seas.}}$, while WWA results are provided as a reference. Starting with the observational attribution results, single $\sigma$ and $\sigma^{Ann. \& \sigma^{Seas.}}$ show similar median probability ratio and change in intensity values to those of WWA. The uncertainty ranges of $\sigma^{Ann. \& \sigma^{Seas.}}$ encompass and are much larger than those of single $\sigma$ and WWA. ESM results show agreement in probability ratio and change in intensity values obtained by single $\sigma$, $\sigma^{Ann. \& \sigma^{Seas.}}$ and WWA except for AWI-CM-1-1-MR, where $\sigma^{Ann. \& \sigma^{Seas.}}$ shows markedly different results from single $\sigma$ and WWA. We hypothesise that this difference arises from the two step signal extraction performed in $\sigma^{Ann. \& \sigma^{Seas.}}$ which may result in overconfidence of the climate change signal.

Overall, synthesis results (i.e. multi-model average + observational) for WWA, single $\sigma$ and $\sigma^{Ann. \& \sigma^{Seas.}}$ indicate the event being made 42, 33 and 41 times more likely, respectively, due to GMST increase since pre-industrial times. This corresponds to a 0.87, 0.86 and 0.97°C hotter event as compared to an event of the same return period under a 1.2°C cooler world obtained by WWA, single $\sigma$ and $\sigma^{Ann. \& \sigma^{Seas.}}$, respectively. Between all methodologies, multi-model average results indicate approximately a 10-fold increase in likelihood, and a 1°C intensification of the event for every additional 1°C increase in GMST levels. Thus, by employing various probabilistic extreme event attribution approaches, with a particular focus into representing uncertainty in the contributions of natural climate variability, we demonstrate clear consensus in the final attribution results: any additional global warming increases the frequency and intensity of persistent heat extremes with large spatial extent as well as societal impacts, such as the India-Pakistani 2022 heatwave.
Code and Data Availability

MESMER and MESMER-M are publicly available under Github (Hauser et al., 2021; Nath, 2022). The CMIP6 data are available from the public CMIP archive at https://esgf-node.llnl.gov/projects/esgf-llnl/, and Berkeley Earth data are publicly available from https://berkeleyearth.org/data/
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Mean temperature anomaly - March-April 2022

Figure A.7: Event definition: the region of interest and the average, absolute temperatures recorded over it during March/April 2022 by Berkeley Earth data is shown.

Appendix B.
Table B.3: List of the 4 employed CMIP6 models, the modelling groups providing them, and their number of initial-condition ensemble members

<table>
<thead>
<tr>
<th>Model</th>
<th>Modelling centre (or group)</th>
<th>Ensemble members</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWI-CM-1-1-MR</td>
<td>Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research</td>
<td>1</td>
</tr>
<tr>
<td>CESM2-WACCM</td>
<td>National Center for Atmospheric Research</td>
<td>3</td>
</tr>
<tr>
<td>IPSL-CM6A-LR</td>
<td>Institut Pierre-Simon Laplace</td>
<td>7</td>
</tr>
<tr>
<td>MPI-ESM1-2-LR</td>
<td>Max-Planck-Institut für Meteorologie (Max Planck Institute for Meteorology)</td>
<td>30</td>
</tr>
</tbody>
</table>
Table B.4: Localisation radii selected for Berkeley Earth and ESM data

<table>
<thead>
<tr>
<th></th>
<th>Localisation radius [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkeley Earth</td>
<td>2750</td>
</tr>
<tr>
<td>AWI-CM-1-1-MR</td>
<td>2750</td>
</tr>
<tr>
<td>CESM2-WACCM</td>
<td>3500</td>
</tr>
<tr>
<td>IPSL-CM6A-LR</td>
<td>5500</td>
</tr>
<tr>
<td>MPI-ESM1-2-LR</td>
<td>5750</td>
</tr>
</tbody>
</table>
Appendix C.
Figure C.8: Return period curves for all ESMs under past (blue), current (yellow), 1.5°C (orange) and 2°C (red) warming levels. Curves obtained by the WWA methodology (left), single $\sigma$ (middle) and $\sigma_{\text{Ann.}}$ & $\sigma_{\text{Seas.}}$ (right) are shown.
Figure C.9: Coefficients obtained for the normal parameterised distribution fitted on ESMs in the WWA approach. Distributions were fitted over two different time periods: 1870-2022 (orange) used to obtain current attribution results; 1870-2050 (red) used to obtain higher warming level attribution results.
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